Mobile Application for Diagnosis of Facial Palsy
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Abstract. Facial nerve palsy is common, affecting 1 out of 60 people around the world. Patients with facial movement dysfunction suffer from major functional, aesthetic and psychological disability. Grading the severity of facial palsy has prognostic and follow-up significance. Traditional grading systems, e.g. the House-Brackmann scale, are based on physician clinical observation, and are prone to inter and intra observer variability. Several objective grading systems, including Computer-Vision-based ones, have been suggested. None of them have gained wide clinical use, mainly due to practical issues. In this paper, we present an objective, learning-based, mobile application for the diagnosis and grading of facial nerve palsy. The algorithm is based on analyzing a set of 9 facial expressions, and is designed to be used on a mobile device. The application score exhibits a high correlation to subjective grading scores, and high computational efficiency.

1 Background

Facial Nerve Palsy (FNP) is a common medical condition. One out of every sixty people will suffer from peripheral facial nerve palsy [1]. FNP patients suffer from major functional, aesthetic and psychological disability [11].

The severity of FNP has a prognostic significance. Grading facial function is essential for evaluating and communicating the spontaneous course of FNP and the effect of medical or surgical treatments [1, 6]. Traditional grading systems are based on subjective clinical observation made by the treating physician. The method most commonly used and accepted by the American Academy of Otolaryngology- Head and Neck Surgery (AAO-HNS) is the House-Brackmann Scale (HBS) [6]. Facial paralysis is ranked I-VI (from normal to complete paralysis) in accordance with facial movement during predefined facial expressions performed by the patient. A second method is the Yanagihara Grading System (YGS), which is an unweighted regional system largely accepted in the Japanese literature [16]. Each of ten functions is scored from 0 to 4, giving a maximum score of 40. Another method is the Sunnybrook Grading System (SGS), which is a weighted regional scale that measures synkinesis regionally, to form a maximum composite score of 100 [13].

Subjective grading systems have an inherent disadvantage of being prone to intra- and inter-assessor variability [8, 17, 12–14]. Therefore, the motivation for creating an objective FNP grading system is obvious.

Our work relies on Computer Vision (CV) and Machine Learning (ML), which are prominent fields in Computer Engineering. We hereby give a concise review of them. The field of Computer Vision deals with the art of automatic image understanding, the attempt to provide machines the ability to interpret correctly the contents of images. This field is relevant to medical applications, as several medical diagnoses are done mainly or partly by observation of the patient. Clearly, capturing videos of people performing predefined facial expressions may assist in developing an objective scoring method of FNP. Extracting relevant facial features from the videos should facilitate the creation of a model of the nature and severity of the paralysis. This can be done using CV tools for detection and measurement.

A model for the severity of FNP can also be achieved by adding Machine Learning tools. Machine Learning (aka Artificial Intelligence) is a general term for a set of algorithms which allow computers to learn and infer from data. This learning procedure, in its general form, involves set of examples (marked as \( \{ x_i \} \subset X \) ), a corresponding ground-truth set of labels (\( \{ y_i \} \subset Y \) ) and a learning algorithm which learns a connecting function \( F : X \rightarrow Y \) between \( X \) and \( Y \). If \( Y \) is discrete and has a finite number of classes, we call that problem a classification problem. If \( Y \) is continuous, we call it a regression problem. Eventually, every new patient is given a grade according to his extracted facial features, and an objective grading system for FNP is established.

During the last few decades several objective grading systems have been suggested, most of them are based on CV and ML methods. Wood et al. analyzed facial videos using a computer, in which measurement of distances between facial landmarks during movement by microscaling was performed.
Fig. 1. Facial landmarks from which we calculate the features used by the algorithm. Triangle areas and linear distances represent typical measurements that are extracted.

[15]. Cheung and Neely presented an objective method called Computerized Facial Analysis Evaluation System (FACE) that is based on summing pixel values of facial light distortion formed during facial movement [9]. Meier-Gallati et al. used a similar principle and presented a method called Objective Scaling of Facial Nerve Function Based on Area Analysis (OSCAR) [7]. Burres et al. developed a system that measures and compares area ratios of bilateral facial polygons created by marking 11 landmarks sketched on the patient’s photos during predetermined facial expressions [2]. O’Reilly et al. have recently developed the Glasgow Facial Palsy Score (GFPS) which is based on artificial neural network. A computer station performs video analysis of patients preforming five predefined facial expressions. Quantitative scores based on the HBS are obtained and displayed as a facial movement chart called "FACOGRAM" [10].

Our work most resembles the work by O’Reilly et al., as we also capture video footage of subjects, extract features and use a learning algorithm to achieve a grading for FNP. However, we have extended the number and variety of predefined facial expressions being captured, the facial features extraction process we employ is restricted to local features, and we also compare to two additional subjective grading methods. Another advantage of our work is in computational efficiency.

2 Objectives

None of the objective methods described nor others have gained wide clinical use, mainly due to practical issues. They are time-consuming, difficult to use or require special equipment or techniques.

Indeed, the Facial Nerve Disorders Committee of the AAO-HNS concluded in 2009: "Further improvement of quantification of facial nerve function will require an objective rating scale... Additional advances in motion analysis software are expected and, when refined, should allow widespread use of consistent, repeatable, objective scoring" [14].

With this mission, we set off to develop a mobile application for the diagnosis and grading of facial nerve palsy. A time-efficient mobile application will provide physicians as well as patients a standardized, validated diagnostic tool at all sites.

3 Methods

The presented research is an outcome of a clinical observational study together with algorithmic development.

3.1 Clinical Research

The study was approved by the local hospital ethical committee, videos of 9 predefined facial expressions (see Table.1) were recorded from a cohort of 14 patients with various degrees of facial nerve dysfunction and 31 healthy subjects (15 women and 30 men). All adult patients with unilateral FNP were included. No clinical decisions were altered in regard to patients conventional treatments were made due to the participant in the study. Three Otolaryngologists independently graded the severity of the patients FNP according to HBS, YGS and SGS (mentioned in Sec. 1). The 13 predefined facial landmarks were labeled by simple stickers.

3.2 Algorithmic Development

We are interested in a grading algorithm to map patients to their FNP severity. The learnt examples are numeric representations of the subjects (termed features) and the labeling is their severity as assessed by treating physicians according to the subjective methods described in Sec.1. Finding the appropriate features is a critical to the learning process, since they must be informative and distinctive.

Similarly to [10], we looked for features which capture the noticeable facial asymmetry of patients, to evaluate their palsy severity. We relied on the method of [4], which used measurements between landmarks to quantify facial movement in healthy subjects. We set 13 facial landmarks, and chose 99 measurements, triangle areas and linear distances (see Fig. 1). For each one, we examined the temporal value during predetermined facial expressions (see Table.1), and normalized it by its initial value at rest. We then subtracted the right and left values, to get a temporal differences vector for each measurement. Finally, the sequence features are set as the value of the vector at frame of the maximal movement. Intuitively, these features quantify asymmetry, where low values indicate symmetry.
Table 1. Facial movements used in the study, 11 features were calculated for each.

<table>
<thead>
<tr>
<th>Movements</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Face at rest</td>
</tr>
<tr>
<td>2 Strong eye closure</td>
</tr>
<tr>
<td>3 Weak eye closure</td>
</tr>
<tr>
<td>4 Raised eyebrows</td>
</tr>
<tr>
<td>5 Closed mouth smile</td>
</tr>
<tr>
<td>6 Big smile</td>
</tr>
<tr>
<td>7 Puckering of lips (whistle motion)</td>
</tr>
<tr>
<td>8 Puff-up cheeks</td>
</tr>
<tr>
<td>9 Stretching down lower lip</td>
</tr>
</tbody>
</table>

Table 1. Facial movements used in the study, 11 features were calculated for each.

For the algorithm training and validation, we divided our cohort to training and test groups. Our algorithm must meet the requirements of low computational cost and real time response. We thus limited ourselves to simpler learning algorithms, which satisfy those requirements. We chose the well-known SVM (Support Vector Machine) classifier [3], which presents a linear computational time with respect to the number of features.

We first trained a binary classifier to separate patients from healthy subjects. This was done both as a proof of concept to validate our features and to be applied before a fine-grained classifier. The classifier was trained on the training group using leave-one-out cross validation, and then was examined on the test set.

We next trained a regression model to achieve fine-grained severity grading. For training we used the grading of 3 physicians, which used the 3 subjective methods (see Sec. 1). For each patient, we considered the ground-truth grade as the average of the physicians’ clinical score, using averaging to overcome inter-observability. As before, we separated the cohort into training and test groups. The regressor was trained using Ridge regression [5], with a third degree polynomial of the same features.

3.3 The application

We developed a mobile application for the Android platform. The application provides a UI (user interface) which guides the user through the process of acquiring the required videos, and then locally applies our grading algorithm. The mobile application realizes the projects objectives by combining the ability to both diagnose and grade the severity of FNP in an easy and efficient manner on a readily available mobile platform.

The process of performing a diagnosis consists of three stages. First, the physician places labels (e.g. stickers, washable marker) on 13 predefined facial landmarks (see Fig.1). Secondly, the application guides the user through a short calibration process to validate correct identification of the labels under current lighting conditions and particular choice of labels. The final, and primary, stage consists of capturing video of the 9 predefined facial expressions. A short (approx. 10 seconds) video is captured of each facial expression, and the location of the labels is tracked in real time. Once all videos have been acquired, the application applies the grading algorithm and returns the calculated severity. The capturing process takes between five to ten minutes, and the calculation of the grade itself, once all video sequences have been captured, is less than 500 milliseconds on average. We ran our experiments on a Samsung Galaxy S3.

4 Results

Binary classification results of subjects to sick and healthy are presented in Table 2. We reach an overall accuracy of 95.5% (43/45).


<table>
<thead>
<tr>
<th>Patient</th>
<th>Classified patient</th>
<th>Classified healthy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient</td>
<td>12</td>
<td>2</td>
</tr>
<tr>
<td>Healthy subject</td>
<td>0</td>
<td>31</td>
</tr>
</tbody>
</table>

Table 2. Binary classification results.

Grading severity results on the test group are presented in Fig.2 and in Table 3 with respect to the three subjective grading methods. The mean score difference and std reflect the average error between the algorithm’s grading and the ground-truth, and the standard deviation, according to the subjective method’s scale. The correlation value indicates the level of consistency between the algorithm’s grading and the ground-truth labeling, where the maximal possible correlation value is 1. Fig.2 represents subjective and algorithm grading of all subjects according to the three subjective methods. Healthy subjects were automatically labeled as healthy in all methods.

5 Discussion

Our algorithm demonstrates excellent binary classification and high correlation to currently used subjective FNP grading methods. Two Patients which were misclassified as healthy had a very mild disease, difficult to grade also for the physicians observing them. In terms of HBS, this is the minimal error. Our processing time takes less than half a second on a mobile device, comparing to O’Reilly et al. reported time of five minutes on a portable computer. These results indicate that the extracted features correlate well to FNP severity grading, and prove that the process we developed is feasible under the constraints of a mobile platform. Despite the small number of subjects, the algorithm exhibits stable behaviour, independent of the selection of the training and test groups. Further validation of the classifier is needed in a comparative
We presented an algorithm and a mobile application for diagnosis and grading of facial nerve palsy. A user-friendly mobile application will not only allow physicians to diagnose patients at the clinic, bed side or emergency room, but for the first time will allow patients, suffering a severe psychological condition, to monitor their own condition. Furthermore, an objective and standardized scale is of great significance as a research tool for surgical or medical treatment of FNP.

Future steps in the development of the application will include: detection of facial landmarks without labels, integration of semi-supervised learning techniques to allow self-improvement of the application with usage, and the addition of separate grading of each facial area.

We believe that the progress in the fields of ML and CV holds big promise for the medical field. Such systems will be frequently integrated at health centers for more precise analysis and treatment. Our work is an important step in that direction.
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